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1 Introduction

Opinions differ on the precise date of the birth of the World Wide Web, but we can now look back on a quarter century of Web history. Attempts to make a record of the Web began in the mid-1990s and became an established part of the work of libraries and archives (and national libraries in particular) in the first decade of the new century (Webster, 2017, 2019a). There now exists a vast but underused scholarly resource for the study of almost every possible aspect of the last two decades.

A new academic subdiscipline has taken a definite shape in the last five years, under the name of Web history. Despite the name, it is not only (or even mainly) historians who inhabit this new space, but humanists and social scientists of every kind, along with scholars of media and communication, library and information science, and computer science. It is now served by a dedicated journal, Internet Histories, along with reference works, monograph-length treatments of its scope and methods, and volumes of collected essays (listed in the References). There are also welcome signs that studies based on the archived Web are beginning to appear in the mainstream journals of individual disciplines.

There is a primary division within this diverse field between the study of the Web itself as a technical system, and the study of aspects of society and culture as they manifest themselves on it: a distinction between the history of the Web and history on the Web. The former tends to preoccupy those in computer science; the latter is most often the primary concern of humanities scholars. But the division is artificial to a degree, as the work of media and communication studies scholars shows; medium and message shape each other at every turn.

In this context of both novelty and diversity, this Guidance Note is designed to orient DPC member organisations, and others engaged in Web archiving (or intending to be), as to the kinds of uses researchers might expect to make of the content they collect. It is hoped that it may support the development of programmes of user research and engagement, and (in turn) inform collection development policies and the design of discovery and access services.

The scope of this Guidance Note is limited to the use of Web archives managed in one of the standard file formats (mainly WARC) and does not deal with archiving by screen capture. It also deals only with the open Web; the archives of social media platforms such as Facebook or Twitter present their own challenges and have a scholarly literature of their own. The studies cited are offered as examples of certain approaches rather than as endorsements of their substantive claims.

2 Five analytical strata

Niels Brügger set out a five-part scheme for thinking about the Web as an object of analysis, dividing it into five ‘strata’ (Brügger, 2018, pp.31-35). The first and smallest of these is the Web element: any coherent and identifiable single thing on the Web, be it an image, a portion of text, a navigation bar, a hyperlink. The second is the individual Web page: the array of individual elements that appears framed by a browser. The fifth and largest of the strata is the Web as a whole. In truth, few studies have focused solely on one Web element as it appears on a single page, or on single pages in general. Similarly, the task of studying the whole Web in terms of its content (rather than its technologies) has so far proved too vast and so has seldom been attempted. However, there are several studies which illuminate the nature of the whole Web by an analysis of elements that recur across it. Examples include studies of the development of the hyperlink (Helmond, 2019) or dealing with memes (McGrath, 2019), or with the evolution of the idea of the homepage (Mallapragada, 2019).
The two most commonly studied strata are the third and fourth, the third being the individual website. Individual sites that have been examined as a whole include those for universities (Nanni, 2017), media organisations (Nolan, 2017), and museums (Kahn, 2019). Ian Milligan’s work on the now defunct GeoCities is of a single ‘website’ that was nonetheless written by a great many individual users (Milligan, 2017, 2019, pp.171-212).

Brügger’s fourth stratum was what he called the ‘web sphere’: any grouping of elements, pages and/or sites that relate to some theme, be it an event, a kind of activity, or a geographic area. The individual web spheres so far studied are many and various. Just for the UK, there have been studies on organisations involved in public health (Gorsky, 2015), higher education (Meyer, Yasseri, Hale, Cowls, Schroeder and Margetts, 2017), private business (Musso and Merletti, 2016), and the military (Raffal 2018). A particular focus has been on individual national Web spheres. A recent volume of essays contains studies on Belgium, Canada, Denmark, France, Kosovo, the Netherlands, the UK and Ireland, and the European Union (Brügger and Laursen, eds., 2019).

3 Data and access

The archived Web, then, has in the last five years come into focus as an object of study for a great variety of scholars. As well as focusing their enquiries on different strata of the archived Web, scholars have also approached the archives themselves in different ways. The earliest – and still by far the most common – means by which users access the archived Web is through a browser-based playback mechanism, aided by some form of URL, metadata and/or full-text search. This playback method is typically how journalists use deleted materials to hold those in power to account. Where the archived Web is used in legal proceedings, it is also usually in this form: a visual representation of something on the Web at some point in the past, delivered to the researcher in their browser in real time.

Academic users have also made rich use of small collections of archived pages and/or sites in just this way, such as many of the essays in the seminal collection on Web History (Brügger, ed., 2010). More recently, studies on matters as diverse as the Islamic punk scene (Dougherty, 2017) or the history of the MMR vaccine crisis (Millward, 2019) have been built on a close reading of collections of pages and sites as they would have been visible to the user.

The archived Web can also be analysed at the less visible level of the source code that underlies it. Web archives provide the pre-eminent resource for understanding the technical development of the languages in which the Web has been written. More widely than that, the work of Anne Helmond (2017) points towards a history of the Web using its code – and third-party tracking code in particular – as a way of siting websites within a wider ecology of information flow and exchange with third parties.

Of course, source code can be read as closely as the visible webpage. But it may also be read programmatically at a much larger scale, and recent studies have done so, using links, images and (for the UK) postcodes. Webster (2019b) used a dataset of link relations between sites in collections from the UK to understand the nature of a particular web sphere in Northern Ireland. Milligan (2018) demonstrated the potential of large-scale image analysis across whole national domains and in smaller more cohesive web spheres. Most recently, geographers have begun to exploit the potential of UK postcode data in large collections as a means of understanding the Web’s spatial nature (Tranos and Stich, 2020). Both this study and that by Webster used secondary datasets derived from primary WARC data, whereas Milligan worked directly with WARC files themselves. All three show the demand for access to data alongside web-based discovery and access services.
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