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National Library of Scotland

“..will be the guardian of the published and recorded memory of 
Scotland for current and future generations”

+
“By 2025 we will have a third of the Library’s holdings in digital 

format”

≈ more digital content with the same staff and budget

Why aren’t we using the cloud?



cirrus benefits

• Keep a copy geographically separate

• Keep a copy on different technology/ 
environment

• Keep a WORM or offline copy?

• Store it at lower cost?

• Undertake computation and health checks 
more quickly?







Trials and technology tests
> cloudy culture project
> web API uploader
> Oracle Cloud Storage

Cost modelling

let’s play



«cloud services to improve the preservation of digital cultural heritage»

http://www.dpconline.org/blog



upload results
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upload results
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• Use the right tools in the right way
• Use an appliance from the cloud provider to help 

manage the transfers in a simpler and optimised way

• Group data into larger data blocks to avoid the poor 
performance of uploading small files 

• How are you sharing your network connection?

• Do you want to shuttle data?

• Allow time for disruptions

consider this



fixity results
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iStock/Andrew Rich from http://www.rd.com/advice/saving-money/things-your-tax-accountant-wont-tell-you/



cloud costs
WHAT THEY TELL YOU
• Archive storage per GB per month

• Archive data retrieval per GB (3-5 hours)

• Archive data retrieval per GB (5-12 hours)

• Retrieval requests per 1000 requests  (3-5 hours)

• Retrieval requests per 1000 requests  (5-12 hours)

• Archive early deletion per GB (within 90 days of upload)

• Archive small read/writes (files <10MB) per 1000 requests

• Data transfer outbound first GB/month

• Data transfer outbound next 9.999 TB/month

• Data transfer outbound next 40 TB/month

• Data transfer next 100 TB/month

• Data transfer next 350 TB/month

• Put, copy or post requests per 1000 requests per month

• get and all other requests per 10000 requests per month

• delete requests

• listvaults, getjoboutput, delete and other Glacier requests

• shuttle charges

WHAT YOU NEED TO KNOW
• How much data (GB)?

• What is the PUT error rate?

• What is the GET error rate?

• What proportion for fixity?

• What proportion for other downloads?

• How many files?

• How many copies of files?

• Annual service cost increase?

• Peak retrieval rate per hour

• Will you shuttle data on drives?

• Will you use dedicated PCs or a cloud 
service provided appliance?

• Will you use leased lines?

• Who will set up the tools?

• Who will hand-hold the transfers?

• Procurement costs?







is the cloud cheaper?
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conclusions for you
• No technical barriers for uploading and fixity checking content in the cloud

• Cheaper storage options limit the amount of fixity checking we can do

• Now need to gain confidence in the costs and performance of  commercial services

• Increase the intelligence of our automated transfers

• Experiment with trials

• Understand the charges as best as you can

• Use websites to get costs and government Digital Marketplace

• Don’t put all of your eggs in one basket – accept there is more risk while you build 
up experience of a particular service

• Speak to other cloud users

Lee Hibberd - National Library of Scotland - L.Hibberd@NLS.UK


