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The HathiTrust Digital Library



HathiTrust origin stories (1/2)

• December 2004: Google & five 
large research libraries announce 
massive book scanning project.

• September 2005: Authors Guild 
sues over “massive copyright 
infringement.” 
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HathiTrust origin stories (2/2)

• October 2008: The HathiTrust 
Consortium is announced jointly by 
23 research libraries in the US Midwest 
and California.

• Hathi is Hindi for elephant
• Currently more than 200 member libraries

• 2009-2011: Authors Guild suit 
expanded to include HathiTrust & its 
member libraries

4



A consequential legal victory for HathiTrust, et al.

• November 2013: Authors Guild v 
Google, HathiTrust, and member 
libraries resolved in favor of Google, et al.

• Consequences:
• Google (and other) scanning of in-copyright 

allowed to continue unimpeded
• HathiTrust free from legal jeopardy
• Digitization of in-copyright works, without 

permission, for purposes of digital scholarship, is 
found to be a Fair Use

• The principle of non-consumptive use is elaborated
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https://clearinghouse.net/doc/74833/

https://clearinghouse.net/doc/74833/


Non-consumptive and other fair uses in U.S. law

• Descriptive metadata*
• The “telephone directory” principle: there is no copyright in facts
• This extends to facts about a text, including:

• Book-level catalog data
• Page counts, word counts, snippets
• Part-of-speech and other grammatical facts

• Non-consumptive use*
• Also called “Non-Expressive Use”
• “Research where computational analysis is performed on one or more volumes in the HathiTrust 

collection, but does not include reading or displaying of substantial portions of a volume in 
order to understand its expressive content.” – https://www.hathitrust.org/htrc_ncup 

* …inclusive of in-copyright texts
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https://www.hathitrust.org/htrc_ncup


Extracted Features: What & How (to Use)



HTRC Extracted Features (EF) Dataset

• Public domain, fully downloadable

• Structured data consisting of human-supplied metadata and 
algorithmically-derived features

• From 17.1 million volumes

• Form of non-consumptive research access
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HTRC EF Dataset

• The features are: 
• Extracted from raw text
• Volume- and page-level

• Selected data and metadata

• Extracted from raw text

• Position the researcher to begin analysis
• Some common preprocessing is already done
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Full EF documentation: https://analytics.hathitrust.org/datasets#ef

https://analytics.hathitrust.org/datasets#ef


Extracted Features model

Extracted Features File (for 1 volume from HathiTrust)

Volume metadata

Page features

Page 001

Page 002

Page 
metadata

Header 
tokens

Body 
tokens

Footer 
tokens

Page 
metadata

Header 
tokens

Body 
tokens

Footer 
tokens
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Bag-of-words text data
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Image source: https://dudeperf3ct.github.io/lstm/gru/nlp/2019/01/28/Force-of-LSTM-and-GRU/ 

https://dudeperf3ct.github.io/lstm/gru/nlp/2019/01/28/Force-of-LSTM-and-GRU/


Per-volume features

Sourced from bibliographic 
metadata:

• Title

• Author

• Language

• Identifiers 
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Per-page features

Sourced from EF algorithm, organized by 
page sequence:

• Word count

• Line count

• Empty line count

• Sentence count

• Language
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Per-page-section features

For each header, body, footer of 
each page:

• Line, empty line, and sentence count

• Counts of beginning- and end-line 
characters

• Tokens, POS tags, token counts 
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(Some) ways to use the EF Dataset

Explore tokens
• Identify parts of a book

• Using descriptive metadata

• Analyze a volume’s text
• Topic modeling
• Lexical analysis

• Modeling volumes or language
• Train and use a genre/language/period-specific 

classifier
• Generate a large model of vectorized text for a 

given language
• Supervise a model using bibliographic metadata 

as ground truth

Explore metadata
• Visualize the HTDL

• Year, Place, Language, Contributor, Subject*

• Analyze or improve volume metadata
• Evaluate/augment volume-level metadata:

• Language, author, publisher
• Compare metadata records for “identical” 

volumes
• Compare token analysis to metadata:

• e.g. evaluate OCR or lexical analysis over time, 
by publisher, etc.
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Thanks, questions, and discussion

Glen Layne-Worthey  | gworthey@illinois.edu 
Ryan Dubnicek | rdubnic2@illinois.edu

htrc-help@hathitrust.org 

HathiTrust Research Center 
School of Information Sciences
University of Illinois Urbana-Champaign
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